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The grand challenge of the Harvard 
Library is to enable researchers and 
students to find the right content to 
support world-class research, 
teaching and learning, amidst a 
massive and ever-growing sea of 
information. 

And to ensure users have that the 
Library is connecting them to 
trustworthy resources.

Our Challenge



Scope of Library Discovery at Harvard (in part)

• 1 billion journal articles

• 14M print titles, representing 19M 
physical volumes (also includes 
scores, maps, audio/video, etc.)

• 9M ReCAP partner titles – print

• 4M ebooks & journals

• 2M images

• 15K archival finding aids

• 10K geospatial layers



“It's intimidating for new people who have 
never browsed a special collection to even 
know where to begin, so a way to access a 
search tool easily from the library website 
might help a lot." 

- Faculty member, Biology 

"Streamlining HOLLIS could go a long way. 
The main reason why I don't consult many 
materials as often as I know I could is 
because I get overwhelmed with some of the 
inconsistencies in how information 
appears." 

- PhD Student, Music 

"Finding Harvard materials is very onerous. 
Images in particular are a nightmare. I much 
prefer to get images directly from Google." 

- Faculty member, History of Art & Architecture 

Feedback on Current Discovery Environment



Applying AI to Library Discovery

Searching by keywords and 
returning a list of links is 
antiquated and unsatisfying

Users will increasingly expect 
to interact with search via 
natural language rather than 
by keywords

Results will be
context-aware answers 



Talk with HOLLIS (October 2023-January 2024)

An experimental generative AI chat 
interface to search HOLLIS that:

Uses natural language conversation 
instead of keywords and interprets 
semantic search input

Returns a concise, context-aware 
answer

Locates books on the shelf and 
provides information about their 
availability

Our project goals included:

Build skills on our team in 
implementing generative AI tools 
for library applications

Build a prototype to help learn 
from users

Develop a pathway to the next 
generation of library search at 
Harvard 



INNOVATE & BUILD

REPLACE

UPGRADE & ENHANCE

● Discovery system for distinctive collections (Collections 
Explorer)

● Integrate semantic search, natural language processing, & 
generative AI

● Harvard Digital Collections & HOLLIS Images

● Update HOLLIS for Archival Discovery to Arclight
● Update LibraryCloud to enhance machine access to collections
● Enhance & integrate full-text searching everywhere
● Enhance metadata creation with AI (handwriting recognition, 

speech to text, & image tagging)

IMPACTED SYSTEMS

CONTENT TYPES
Text  
Single Images 
Page-turned Objects 
Audio (w/transcripts) 
Video (w/transcripts) 
Spatial Data 
Born-Digital  
Research Data 
Publications  
3D/XR

Adjacent Work
DRS
Viewers & Players
Streaming Delivery Service
IIIF/MPS

Virtual Reading Rooms
Handwriting Recognition R&D
Standardized Rights 
Statements

All library discovery systems will be 
involved in this project.

Reimagining Discovery (3 year project)



Research & Strategy



Influence of ChatGPT on search preferences
Students & researchers are using traditional search tools less often, 
in favor of ChatGPT and other search tools that support natural 
language queries.

Generative AI chatbots reduce 
my reliance on traditional 
research tools 
(like Google or HOLLIS)

From URC Fall 2024 Survey on AI 
Use with 200+ students



Exploratory Research & Planning
Research conducted in 2023 with special collections users and 
on Talk with HOLLIS. 

3 Key Findings from the User Research

1. Users want more explanation of why these 
results are in the output.

2. Users want recommendations for related 
materials or search terms.

3. New special collections researchers are 
unsure how to start.

Mozilla.AI
Partnership at the 
beginning of the project



1) Audience 
A person who wants to take their 
first step to easily explore special 
collections.

2) Goals 
Conduct natural language 
searching of special collections; 
offer AI-generated related prompts 
and item-level summaries; access 
special collections materials.

3) Value proposition 
This tool helps you take the first step in 
finding Harvard Library’s unique 
materials.

4) Validation 
Prompt examples; guiding text on 
homepage; AI features.

5) Measurement 
Analytics on UI elements to measure 
use; successful usability testing.

Product Strategy for Collections Explorer



● Embedded feedback survey

● User testing for usability and 
accessibility with Harvard ID holders 
and members of the public

● Analytics & metrics on key features

● Integrated student representatives for 
insights and outreach

User Centered Work
Keeping the work user-centered will ensure that we build 
something usable and useful.



Embedded Students
● Meet every other week with 

project team members and also 
complete asynchronous tasks.

● Mix of special collections and 
casual browsers.

● Compensated as student workers.
● Give feedback on preliminary 

designs.

Product Insights Interns



UX Design



Demo of Collections Explorer



https://docs.google.com/file/d/1C8jsXb6AOgpMTlOdoRNGsIYsOBFDq74O/preview


Artificial 
Intelligence

● Embedding model for 
searching and getting results, 
aka semantic retrieval

● Large language models for 
the Why Did I get this Result, You 
Might Also Try, & Need Books or 
Articles features

�� 



Semantic Retrieval



Embedding Model 
BAAI/bge-base-en-v1.5

https://odsc.medium.com/a-gentle-introduction-to-vector-search-3c0511bc6771

Helps you find what 
you are looking for 
even if you don’t use 
the exact words. 

Semantic Retrieval



Large Language Models



Next Steps



User Question Result’s 
Metadata System Prompt

Large Language Model

Mistral Small

Why Did I Get This Result
AI-Powered Feature



User Question System Prompt

Large Language Model

Claude 3 Haiku

You Might Also Try & View Results in HOLLIS
AI-Powered Features



Current Components



Insights from User Testing



AI Transparency
● Clear identification of 

AI-powered features.

Semantic Search 
Adjustments
● Non-relevant results often 

stem from additional terms 
like "in Widener Library"; use 
“stop-word” to ignore these 
and get better results.

AI Features
● Users expect "Why Did I Get This 

Result?" to be visible without 
clicking.

● Advanced researchers prefer 
explanations that focus on item 
description, avoiding relevance 
judgments.

● Users appreciate "You Might Also 
Try" but want prompts tailored 
more to Harvard Library 
collections.

Insights from User Testing: AI



Preference for 
Individual Items
● Participants prefer individual 

items in results over 
collection-level descriptions 
due to time efficiency.

● Collection-level records are 
avoided because reviewing 
them is perceived as 
time-consuming.

Insights from User Testing: Search Results
Digitization Status
● Participants want immediate clarity on 

an item's digitization status without 
navigating multiple pages.

● Ability to only see digitized items.

Minimal Filters
● Helps primary audience understand 

scope of collections

● Builds trust, especially with our 
secondary audience.

● Digitized/Non-Digitized, Year, 
Repository, Language



Wrapping Up



● User-centered decisions

● Openness, trust, & transparency

● Budgeting for AI

● Environmental impact

● Evolving technology

● Future of discovery

Key 
Considerations
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